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       From 2014 to 2024, West Bengal’s social media ecosystem, encompassing over 50 
million users on platforms like WhatsApp, X, and Instagram, has amplified fake news 
and misinformation, intensifying political polarization and communal tensions. 
This narrative review examines Artificial Intelligence’s (AI) role in mitigating these 
issues through natural language processing (NLP), visual content verification, 
and predictive modeling, focusing on key events like the 2016 Dhulagarh riots, 
the 2020 public health crisis, and the 2024 Murshidabad violence. AI has enabled 
rapid detection and containment of false narratives, yet it faces challenges such as 
Bengali dialect complexities, algorithmic biases, and ethical concerns like privacy 
and censorship. Recommendations include localized AI training, hybrid verification 
systems, public education initiatives, and collaborative networks to enhance efficacy 
while preserving democratic discourse in West Bengal’s diverse context.
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1. Introduction
The decade from 2014 to 2024 marked a transformative 

era for West Bengal’s digital landscape, with internet 
penetration soaring from 19% to over 70%, connecting 
approximately 50 million users to platforms like WhatsApp, X, 
Instagram, and regional apps such as Anandabazar Patrika’s 
digital portal (Roy, 2019). These platforms have democratized 
information access, empowering urban and rural 
communities to engage in political discourse, social activism, 
and cultural exchange. However, they have also become 
conduits for fake news—deliberately fabricated content 
designed to mislead—and misinformation, unintentionally 
spread errors, exacerbating West Bengal’s polarized political 
environment, characterized by intense rivalries between the 
Trinamool Congress (TMC), Bharatiya Janata Party (BJP), and 
other parties (Chatterjee, 2024). High-profile incidents, such 
as the 2016 Dhulagarh riots, triggered by fabricated social 
media posts, and the 2024 Murshidabad violence, fueled by 
manipulated videos, underscore the societal impact of digital 
falsehoods, which have incited communal violence, eroded 

public trust, and disrupted electoral processes (The 
Hindu, 2016; News18, 2025).

Artificial Intelligence (AI) has emerged as a pivotal 
tool in combating this surge, leveraging technologies 
like natural language processing (NLP), visual content 
verification, and predictive modeling to detect and 
mitigate misinformation swiftly (Banerjee, 2020). 
NLP analyzes text to identify harmful content, visual 
verification authenticates images and videos, and 
predictive modeling anticipates misinformation spread 
based on social media trends and user behavior. Despite 
these advancements, West Bengal’s unique challenges—
over 20 Bengali dialects, deep-seated socio-political 
divisions, uneven technological infrastructure, and a 
history of communal sensitivities—limit AI’s effectiveness 
(Sen, 2025). India’s 2021 Information Technology 
(Intermediary Guidelines and Digital Media Ethics Code) 
Rules, mandating proactive content moderation, further 
complicate the balance between regulation and freedom 
of expression, raising ethical concerns about privacy 
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and censorship (Verma, 2024). This narrative review 
synthesizes literature from 2014 to 2024 to evaluate AI’s 
role in regulating fake news and misinformation in West 
Bengal, exploring its technological evolution, effectiveness, 
limitations, and ethical implications through case studies 
and a robust evaluation framework. It also examines the role 
of non-governmental organizations (NGOs), fact-checking 
platforms, and policy frameworks, proposing strategies 
to align AI interventions with the state’s democratic and 
cultural values.

2. Methodology
This narrative review synthesizes secondary data 

from peer-reviewed journals, news archives, policy reports, 
and fact-checking platforms to assess AI’s role in regulating 
misinformation in West Bengal from 2014 to 2024. Three 
case studies—the 2016 Dhulagarh riots, the 2020 public 
health crisis, and the 2024 Murshidabad violence—
were selected for their significance in highlighting 
misinformation’s societal impact and AI’s interventions. 
Sources were drawn from credible outlets like The 
Hindu, News18, The Telegraph India, and Anandabazar 
Patrika, cross-referenced with fact-checking platforms 
such as FactCheck India, TruthScope, and Alt News to 
ensure reliability. The analysis evaluates AI tools (NLP, 
visual content verification, predictive modeling) based 
on four criteria: accuracy (detection precision), speed 
(response time), fairness (bias mitigation), and scalability 
(applicability across platforms). Qualitative insights from 
media narratives and quantitative metrics, such as content 
takedown rates (e.g., 1,093 accounts removed in 2024), 
rumor containment percentages (e.g., 42% reduction in 
2020), and user engagement data, inform the assessment. 
Ethical considerations, including privacy, transparency, 
and freedom of expression, are integrated to provide 
a comprehensive evaluation tailored to West Bengal’s 
linguistic, cultural, and socio-political context (American 
Psychological Association, 2020).

3. Historical Context: The Surge of Misinformation and 
Early AI Interventions (2014–2019)

Between 2014 and 2019, West Bengal’s internet 
penetration surged from 19% to 43%, transforming social 
media into a primary channel for information, political 
engagement, and community interaction (Roy, 2019). 
WhatsApp became a lifeline in rural areas, offering low-
cost communication, while X and Facebook gained traction 
among urban youth, fostering political activism but also 
amplifying misinformation. The 2016 Dhulagarh riots in 
Howrah district exemplify this trend, where fabricated 
WhatsApp and Facebook posts alleging religious clashes 
incited violence, resulting in property damage worth 
over ₹10 crore and heightened communal tensions (The 
Hindu, 2016). Early AI interventions relied on rudimentary 
keyword-based filters to flag suspicious content, but these 

tools, primarily trained on English and Hindi datasets, 
struggled with Bengali’s linguistic nuances. For instance, 
colloquial phrases like “dhangsho kore debo” (I will destroy) 
were misinterpreted as benign, allowing inflammatory 
content to reach over 500,000 users within hours (Roy, 
2019). Manual moderation, reliant on human moderators, 
was slow, taking 48–72 hours to remove harmful posts, 
exacerbating the crisis (Mukherjee, 2019).

The 2019 West Bengal assembly elections further 
exposed AI’s limitations. Manipulated campaign videos 
falsely alleging voter suppression in minority-dominated 
districts like Murshidabad and Malda went viral, 
reaching an estimated 2 million users, with AI detection 
systems achieving only 60% accuracy due to inadequate 
Bengali language models (Ghosh, 2019). Government 
responses, including internet shutdowns in districts like 
North 24 Parganas, affected over 1.2 million users and 
disrupted legitimate communication without addressing 
misinformation’s root causes (Mukherjee, 2019). Platforms 
introduced modest improvements, such as WhatsApp’s 
2018 message forwarding restrictions, which reduced 
rumor virality by 22% in urban areas like Kolkata and 
Howrah (Roy, 2019). However, encrypted platforms and 
the lack of localized AI models hindered progress, with 
rural areas particularly vulnerable due to limited access 
to fact-checking resources (Adhikari, 2020). Research by 
Saha (2018) highlights that the absence of Bengali-specific 
training data led to a 30% error rate in content moderation, 
underscoring the need for culturally sensitive AI systems 
(Saha, 2018). This period prompted platforms to invest in 
localized NLP and visual verification tools, setting the stage 
for advancements in the 2020s.

4. AI’s Technological Advancements (2020–2024)
The period from 2020 to 2024 marked a significant 

leap in AI’s capabilities, driven by global advancements 
in machine learning, increased computational power, 
and India’s 2021 Information Technology Rules, which 
mandated proactive content moderation by social media 
platforms (Verma, 2024). These developments transformed 
misinformation regulation in West Bengal, addressing 
political, communal, and public health crises with greater 
precision, speed, and scalability.

5. Natural Language Processing (NLP)
NLP emerged as a cornerstone of misinformation 

detection, enabling platforms to analyze text across multiple 
languages and contexts. During the 2020 public health crisis, 
WhatsApp deployed NLP models to flag false claims about 
COVID-19 remedies, such as unverified herbal treatments 
or miracle cures like garlic-based concoctions, achieving a 
42% reduction in their spread through automated warnings 
and user notifications (Banerjee, 2020). These warnings, 
displayed as pop-up alerts, reached over 10 million users in 
West Bengal, with fact-checking links provided to credible 
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sources like the World Health Organization. In 2024, during 
the Murshidabad violence, X’s NLP systems identified and 
removed 1,093 inflammatory accounts within 48 hours, 
leveraging sentiment analysis, keyword clustering, and 
contextual analysis to detect hate speech and incitement 
(News18, 2025). For example, posts containing phrases like 
“shatrur biruddhe ek ho” (Unite against the enemy) were 
flagged for incitement, though some were later reinstated 
after human review.

NLP systems achieved 78% accuracy for textual 
content, a significant improvement from 60% in 2016, but 
struggled with Bengali colloquialisms and regional slang 
(Chatterjee, 2024). For instance, protest slogans like “Jago 
Bangali” (Awake, Bengali) were misflagged as incitement, 
frustrating legitimate activists and highlighting the need 
for dialect-specific training (Chatterjee, 2024). Research by 
Adhikari (2023) suggests that incorporating crowdsourced 
Bengali datasets, including slang and cultural references, 
could improve NLP accuracy to 85%, but such initiatives 
require collaboration with local universities like Jadavpur 
and Visva-Bharati (Adhikari, 2023). A pilot project by 
IIT Kharagpur in 2023, training NLP models on 10,000 
Bengali social media posts, increased detection accuracy 
by 12% in controlled settings, but scaling this to real-world 
applications remains a challenge (Basu, 2024).

6. Visual Content Verification
Visual content verification, powered by convolutional 

neural networks (CNNs), became critical for authenticating 
images and videos, which account for over 60% of social 
media content in West Bengal (Dutta, 2024). During the 
2024 Murshidabad violence, Instagram’s AI systems 
identified doctored videos depicting exaggerated 
communal clashes, analyzing pixel inconsistencies, 
metadata anomalies, and contextual cues to achieve 85% 
accuracy in controlled settings (News18, 2025). These 
systems enabled fact-checkers to debunk false narratives 
within hours, preventing further escalation in districts like 
Murshidabad and Nadia. For example, a manipulated video 
showing a fabricated attack on a religious site was flagged 
and removed, with fact-checking links shared to over 
500,000 users (News18, 2025). However, low-resolution 
content on WhatsApp, prevalent in rural areas with limited 
internet bandwidth (2–3 Mbps), often evaded detection, 
with accuracy dropping to 65% (Dutta, 2024).

In 2020, during the public health crisis, visual 
verification tools successfully flagged manipulated images 
of overcrowded hospitals, reducing panic in urban centers 
like Kolkata and Siliguri (Banerjee, 2020). A study by 
Tsao et al. (2024) proposes multimodal frameworks 
that combine text and visual analysis, suggesting that 
integrating content-based features like image brightness, 
contrast, and edge detection could enhance detection 
rates by 10–15% (Tsao et al., 2024). However, rural areas, 
where over 60% of West Bengal’s population resides, face 

challenges due to inconsistent image quality and limited 
platform investment in low-bandwidth solutions (Sen, 
2025). Research by Gupta (2023) emphasizes the need 
for lightweight AI models optimized for low-resolution 
content, which could improve rural detection rates by 
20% (Gupta, 2023).

7. Predictive Modeling
Predictive modeling, utilizing machine learning 

algorithms to analyze social media trends, enabled 
proactive misinformation mitigation. During the 2020 
public health crisis, predictive models identified rumor 
hotspots in districts like Howrah, Kolkata, and Nadia, 
analyzing metrics like post engagement, hashtag trends, and 
user interaction patterns. This allowed authorities to issue 
clarifications via radio, local newspapers, and community 
leaders, reducing panic by 30% in targeted areas, with 
an estimated 2 million users reached (Banerjee, 2020). 
In 2024, during the Murshidabad violence, predictive 
modeling flagged high-risk areas based on historical 
data and real-time engagement, contributing to a 25% 
reduction in violence incidents through preemptive police 
deployment (News18, 2025). For instance, areas with high 
engagement on hashtags like #MurshidabadUnrest were 
prioritized for monitoring, enabling rapid response.

However, concerns about overreliance on predictive 
models emerged, particularly regarding potential profiling 
of minority communities. In 2024, predictive algorithms 
disproportionately flagged posts from Muslim-dominated 
areas, raising accusations of bias and fueling distrust (Sen, 
2025). Research by Kumar (2023) emphasizes the need 
for transparent algorithms, noting that opaque models 
risk amplifying biases and undermining public confidence 
(Kumar, 2023). A study by Mitra (2022) suggests that 
incorporating community feedback into predictive models 
could reduce false positives by 15%, but such participatory 
approaches are yet to be implemented widely in West 
Bengal (Mitra, 2022).

8. Evaluation Framework
AI’s effectiveness in West Bengal is assessed using 

four criteria:
•	 Accuracy: Visual verification achieves 85% 

accuracy for high-quality content, while NLP lags 
at 78% for Bengali due to dialect complexities 
(Dutta, 2024). Predictive modeling accuracy 
varies, reaching 80% in urban areas but dropping 
to 70% in rural settings due to data gaps (Kumar, 
2023).

•	 Speed: AI systems enable near-instantaneous 
detection during crises, with content takedowns 
occurring within 2–4 hours in 2024, compared 
to 48–72 hours in 2016 (News18, 2025).

•	 Fairness: Biases in training data lead to over-
moderation of minority voices (e.g., 20% 
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of flagged posts in 2024 were from minority 
communities) and under-moderation of rural 
content, necessitating inclusive datasets and 
regular audits (Sen, 2025).

•	 Scalability: AI struggles on encrypted platforms 
like WhatsApp, limiting its reach in rural 
areas where 60% of West Bengal’s 90 million 
population resides (Banerjee, 2020). 

Challenges in West Bengal’s Context
AI’s deployment in West Bengal faces multifaceted 

challenges rooted in the state’s linguistic, cultural, 
technological, and socio-political landscape.

Bengali Dialect Complexities
West Bengal’s linguistic diversity, with over 20 Bengali 

dialects and a rich tradition of colloquial expressions, 
poses significant hurdles for AI systems. In 2020, NLP 
systems misflagged colloquial health advice posts, such as 
those promoting traditional remedies like turmeric water 
or neem leaves, as misinformation, alienating rural users 
who relied on WhatsApp for information (Banerjee, 2020). 
During the 2024 Murshidabad violence, protest-related 
idioms like “Ladai cholbe” (The fight will continue) were 
mistaken for incitement, leading to the removal of 15% of 
legitimate content (Chatterjee, 2024). Research by Ghosh 
(2022) suggests that training AI models on region-specific 
datasets, including slang and cultural references, could 
improve NLP accuracy by 15–20%, but such efforts require 
collaboration with local institutions like Jadavpur University 
and the Asiatic Society (Ghosh, 2022). A 2023 pilot by Visva-
Bharati University, which trained NLP models on 5,000 local 
social media posts, improved detection accuracy by 10%, 
but scaling this initiative remains challenging due to funding 
constraints (Adhikari, 2023).

Algorithmic Biases
AI systems often rely on biased datasets, which can 

perpetuate inequities and undermine trust. During the 2016 
Dhulagarh riots, moderation tools disproportionately flagged 
posts from Muslim communities, with 25% of removed 
content later deemed legitimate, fueling perceptions of 
censorship and discrimination (The Hindu, 2016). In 
2020, rural content was under-moderated compared to 
urban posts, reflecting training datasets skewed toward 

urban, English-speaking users, with only 10% of training 
data representing rural dialects (Sen, 2025). A study by 
Aissani et al. (2023) highlights that biased algorithms risk 
exacerbating social inequalities, recommending regular 
audits and diverse training data to ensure fairness, with 
audits reducing bias by 12% in controlled studies (Aissani 
et al., 2023). In West Bengal, where communal and political 
divisions are pronounced, addressing biases is critical to 
maintaining social cohesion and public trust.

Scalability Constraints
Encrypted platforms like WhatsApp, with over 30 

million users in West Bengal, limit AI’s reach due to end-
to-end encryption, which prevents content scanning 
(Banerjee, 2020). During the 2020 public health crisis, 
health misinformation thrived in WhatsApp groups, 
reaching an estimated 10 million users and contributing 
to public confusion about COVID-19 protocols (Banerjee, 
2020). Regional platforms, such as local news aggregators 
like Anandabazar Patrika’s digital app, often lack the 
resources to implement advanced AI, widening the 
moderation gap, with only 20% of regional platforms 
using AI tools by 2024 (Dutta, 2024). Research by Kreps 
et al. (2022) proposes decentralized AI solutions, such 
as edge computing, to enhance scalability in resource-
constrained settings, potentially increasing rural coverage 
by 25%, but adoption in West Bengal remains limited due 
to infrastructure challenges (Kreps et al., 2022).

Ethical Dilemmas
Aggressive AI moderation raises significant ethical 

concerns, particularly regarding freedom of expression 
and privacy. In 2024, during the Murshidabad violence, 
legitimate posts advocating for peace were flagged as 
inflammatory, with 15% of removed content reinstated 
after appeals, sparking debates about censorship and 

Table 1: Key AI Interventions in West Bengal (2016–2024)

Event AI Tools Used Outcome
2016 Dhulagarh Riots Keyword Filters, Manual 

Moderation
Slow response due to linguistic gaps; 
misinformation fueled violence affecting 
500,000 users (The Hindu, 2016).

2020 Public Health Crisis NLP, Predictive Modeling 42% reduction in false health claims; 
panic curbed by 30% in 2 million users 
(Banerjee, 2020).

2024 Murshidabad Violence NLP, Visual Content 
Verification, Predictive 
Modeling

1,093 accounts removed; rapid 
debunking prevented escalation in 3 
districts (News18, 2025).
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chilling free speech (News18, 2025). Users are often 
unaware of how their data is used for content scanning, 
with only 5% of West Bengal’s social media users 
informed about data policies, eroding trust in platforms 
and authorities (Verma, 2024). A study by Helberger and 
Diakopoulos (2023) emphasizes the need for transparent 
moderation processes, including clear criteria for content 
removal and user appeal mechanisms, which could reduce 
errors by 10% (Helberger & Diakopoulos, 2023). In West 
Bengal, where political activism is deeply ingrained, such 
transparency is essential to maintain public confidence.

Evolving Misinformation Tactics
The rise of AI-generated content, such as deepfake 

videos and synthetic audio, has outpaced detection 
capabilities. In 2020, crude fake audios about COVID-19 
remedies, such as claims about lemon water curing the virus, 
evaded AI detection, requiring manual intervention by fact-
checkers and reaching over 1 million users (Banerjee, 2020). 
By 2024, sophisticated deepfakes during the Murshidabad 
violence, depicting fabricated political speeches, challenged 
existing systems, with detection rates dropping to 70% for 
high-quality fakes (Dutta, 2024). Research by Sohrawardi 
et al. (2024) underscores the need for advanced detection 
algorithms, such as generative adversarial networks 
(GANs), which could improve accuracy to 90% by 2026, but 
these technologies are still in early stages of deployment in 
India (Sohrawardi et al., 2024).

Socio-Political Sensitivities
West Bengal’s polarized political landscape, marked 

by TMC-BJP rivalries and communal tensions, complicates 
AI moderation. During the 2019 elections, AI systems 
struggled to distinguish between political satire and 
misinformation, leading to the removal of 10% of legitimate 
content and accusations of bias from both parties (Ghosh, 
2019). For example, satirical memes targeting political 
leaders were flagged as hate speech, frustrating activists. 
A study by Mitra (2022) argues that AI must account for 
local political contexts, suggesting that training models on 
West Bengal’s electoral history and cultural humor could 
improve content classification accuracy by 15% (Mitra, 
2022). Failure to address these sensitivities risks escalating 
tensions, particularly in communally sensitive areas like 
Murshidabad, Malda, and Nadia.

Technological Infrastructure and Rural-Urban Divide
West Bengal’s uneven technological infrastructure 

exacerbates AI’s challenges, with a stark rural-urban 
divide. Urban centers like Kolkata and Siliguri, with high-
speed internet (50–100 Mbps), benefit from advanced AI 
tools, achieving 85% detection accuracy for visual content 
(Dutta, 2024). In contrast, rural areas, where 60% of the 
population resides, rely on low-bandwidth connections 
(2–3 Mbps), limiting AI’s effectiveness, with detection rates 

dropping to 65% for low-resolution content (Sen, 2025). 
Research by Bose (2023) highlights that only 30% of rural 
West Bengal has access to 4G networks, compared to 90% 
in urban areas, hindering real-time AI deployment (Bose, 
2023). Government initiatives, such as the 2022 Digital 
Bengal Mission, aimed to expand rural connectivity, but 
progress has been slow, with only 40% of targeted villages 
connected by 2024 (Roy, 2024). Bridging this divide is 
critical to ensuring equitable AI moderation across the 
state.

Role of NGOs in Supporting AI Interventions
Non-governmental organizations (NGOs) in West 

Bengal have played a complementary role in addressing 
misinformation, often collaborating with platforms and 
authorities to enhance AI’s effectiveness. The Association 
for Democratic Reforms (ADR), a national NGO, has 
conducted voter education campaigns, leveraging AI-
generated insights to target misinformation-prone areas 
during elections (Adhikari, 2023). During the 2021 West 
Bengal assembly elections, ADR used predictive modeling 
data to focus media literacy workshops in districts like 
Nadia and Murshidabad, reducing voter misinformation 
by 18%, with over 100,000 participants reached (Kumar, 
2023). Local NGOs, such as the Bengal Development 
Society (BDS) and Swayam, have integrated AI tools 
into their community outreach, using NLP to identify 
misinformation in local WhatsApp groups and conduct 
awareness drives in rural areas, reaching 200,000 users in 
2023 (Ghosh, 2022).

During the 2020 public health crisis, the Child in 
Need Institute (CINI) collaborated with fact-checking 
platforms like TruthScope to disseminate AI-verified 
health information, reaching over 500,000 rural users 
through community radio and pamphlets (Banerjee, 
2020). However, NGOs face challenges, including limited 
funding and technological expertise, with only 15% of 
West Bengal’s NGOs equipped to use AI tools by 2024 
(Basu, 2024). Research by Basu (2024) suggests that 
partnerships between NGOs, tech companies, and 
universities could enhance AI’s impact, recommending 
government grants of ₹50 crore annually to support such 
collaborations (Basu, 2024). NGOs like Praajak have also 
focused on youth engagement, using AI-driven analytics 
to target first-time voters with media literacy campaigns, 
increasing voter turnout by 10% in urban areas during the 
2024 local elections (Mitra, 2022).

Role of Fact-Checking Organizations
Fact-checking organizations have been instrumental 

in supporting AI-driven misinformation regulation in 
West Bengal. Platforms like FactCheck India, TruthScope, 
and Alt News have collaborated with social media 
companies to verify content flagged by AI systems. 
During the 2020 public health crisis, FactCheck India 
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debunked 1,500 false claims about COVID-19, with AI tools 
identifying 70% of these posts for review (Banerjee, 2020). 
In 2024, TruthScope’s partnership with Instagram during 
the Murshidabad violence enabled rapid debunking of 200 
doctored videos, reaching 1 million users with verified 
information (News18, 2025). However, fact-checking 
organizations face challenges, including limited Bengali-
speaking staff, with only 10% of fact-checkers proficient in 
local dialects (Dutta, 2024). Research by Sen Gupta (2023) 
recommends expanding fact-checking networks through 
community volunteers, potentially increasing coverage by 
25% (Sen Gupta, 2023).

Comparative Analysis with Other Indian States
Comparing West Bengal’s AI-driven misinformation 

regulation with other Indian states provides valuable 
insights. In Tamil Nadu, AI systems achieved 85% accuracy 
in Tamil content moderation due to robust language models 
developed by Anna University, compared to 78% for Bengali 
in West Bengal (Rao, 2023). Maharashtra’s urban-centric 
AI deployment, supported by Mumbai’s tech hub, contrasts 
with West Bengal’s rural challenges, with Maharashtra 
achieving 90% urban coverage versus West Bengal’s 
60% rural coverage (Bose, 2023). Kerala’s strong digital 
literacy programs, reaching 80% of its population, have 
complemented AI efforts, reducing misinformation spread 
by 35%, compared to West Bengal’s 20% (Sen, 2025). These 
comparisons highlight the need for West Bengal to invest 
in localized AI models and digital literacy to match other 
states’ progress.

Case Studies
2016 Dhulagarh Riots

The 2016 Dhulagarh riots in Howrah district were a 
turning point in recognizing social media’s role in amplifying 
misinformation. Fabricated WhatsApp and Facebook posts 
alleging religious clashes spread to over 500,000 users within 
hours, inciting violence that resulted in property damage 
worth ₹10 crore and injuries to 50 people (The Hindu, 2016). 
Early AI tools, relying on keyword-based filters, achieved 
only 55% accuracy due to linguistic gaps, failing to detect 
Bengali inflammatory phrases like “shatruke dhwangso 
koro” (Destroy the enemy) (Roy, 2019). Manual moderation 
was slow, taking over 48 hours to remove harmful content, 
and government-imposed internet shutdowns disrupted 
communication for over 500,000 residents (Mukherjee, 
2019). The incident prompted platforms to invest in Bengali 
language models, though progress was slow until the 2020s 
(Adhikari, 2020).

2020 Public Health Crisis
The 2020 public health crisis saw a surge in health-

related misinformation, with false claims about COVID-19 
remedies and vaccine efficacy proliferating on WhatsApp 

and X. NLP systems flagged 42% of false claims, such as 
posts promoting unverified herbal cures, while predictive 
modeling identified rumor hotspots in districts like Kolkata, 
Howrah, and Nadia, reducing panic by 30% through targeted 
clarifications (Banerjee, 2020). Visual verification tools 
debunked manipulated images of overcrowded hospitals, 
but low-resolution rural content evaded detection, affecting 
over 10 million users (Dutta, 2024). Encrypted platforms 
limited AI’s reach, with WhatsApp groups spreading 
unchecked rumors to 60% of rural users (Sen, 2025). This 
case underscored AI’s potential but highlighted the need for 
scalable, inclusive solutions to bridge urban-rural divides.

2024 Murshidabad Violence
The 2024 Murshidabad violence demonstrated AI’s 

advancements and persistent challenges. NLP and visual 
verification systems removed 1,093 inflammatory accounts 
and debunked 200 doctored videos within 48 hours, 
preventing further escalation in districts like Murshidabad 
and Nadia (News18, 2025). Predictive modeling flagged 
high-risk areas, contributing to a 25% reduction in violence 
incidents through preemptive police action. However, 
misflagging of legitimate content, such as peace advocacy 
posts, sparked censorship concerns, with 15% of removed 
posts reinstated after appeals (Chatterjee, 2024). Biases 
against minority voices and rural content persisted, 
with 20% of flagged posts from Muslim communities, 
underscoring the need for fair and transparent AI systems 
(Sen, 2025).

Policy and Regulatory Framework
India’s 2021 Information Technology Rules have 

shaped AI’s deployment in West Bengal, mandating 
platforms to remove unlawful content within 36 hours 
and appoint grievance officers (Verma, 2024). While these 
regulations have accelerated AI adoption, they have raised 
concerns about overreach. In 2024, the rules led to the 
removal of 2,000 posts during the Murshidabad violence, 
but 20% were later deemed legitimate, highlighting the 
risk of over-moderation (News18, 2025). Research by Rao 
(2023) argues that clearer guidelines on AI moderation 
criteria could reduce errors by 15%, proposing a national 
framework for ethical AI use (Rao, 2023). West Bengal’s 
state government launched a pilot in 2023 to monitor 
misinformation during local elections using AI, but limited 
infrastructure and public skepticism hindered its success, 
with only 30% of targeted districts covered (Sen, 2025). A 
study by Das (2024) recommends state-specific AI policies, 
including mandatory transparency reports, to enhance 
accountability (Das, 2024).

Future Directions
Looking ahead, AI’s role in regulating misinformation 

in West Bengal must evolve to address emerging challenges. 
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The rise of generative AI, such as deepfake tools, necessitates 
advanced detection systems, with research suggesting 
that GAN-based algorithms could improve accuracy to 
90% by 2026 (Sohrawardi et al., 2024). Integrating AI 
with blockchain for content provenance could enhance 
transparency, ensuring users can verify information 
sources, with pilot projects showing a 10% reduction in 
misinformation spread (Tsao et al., 2024). Public-private 
partnerships, involving platforms, NGOs, and academic 
institutions, could drive localized AI development, with a 
2024 Kolkata-based pilot improving detection accuracy 
by 12% (Basu, 2024). Community-driven fact-checking, 
supported by AI, could empower local users to report 
misinformation, particularly in rural areas, with potential 
to increase reporting by 20% (Mitra, 2022). International 
collaboration with organizations like the International 
Foundation for Electoral Systems (IFES) could bring global 
expertise to West Bengal, enhancing voter education 
and misinformation mitigation, with a projected 15% 
improvement in electoral transparency (Adhikari, 2023).

Recommendations
To enhance AI’s effectiveness in regulating 

misinformation in West Bengal, the following strategies are 
proposed:

1.	 Localized AI Training: Partner with institutions 
like Jadavpur University, IIT Kharagpur, and 
the Asiatic Society to develop Bengali-specific 
AI models, incorporating regional dialects and 
cultural nuances to improve NLP accuracy by 15–
20% (Ghosh, 2022).

2.	 Hybrid Verification Systems: Integrate AI 
with human moderators to address biases, 
with transparent appeal processes to reinstate 
legitimate content, reducing errors by 10–15% 
(Verma, 2024).

3.	 Public Education Initiatives: Launch multilingual 
media literacy campaigns, targeting rural areas 
with low digital literacy (30% literacy rate), 
to empower users to identify misinformation, 
potentially reducing its spread by 30% (Dutta, 
2024).

4.	 Clear Regulatory Frameworks: Mandate labeling 
of AI-generated content and enforce transparency 
in moderation processes through quarterly 
reports, building trust and reducing errors by 
12% (Chatterjee, 2024).

5.	 Collaborative Networks: Establish task forces 
involving platforms, fact-checkers, NGOs, and 
local authorities to enable rapid response during 
crises, as demonstrated in 2024 (News18, 2025).

6.	 Investment in Rural Infrastructure: Expand 4G 
and 5G networks to 80% of rural West Bengal 
by 2027, enabling real-time AI deployment and 

increasing rural detection rates by 25% (Sen, 
2025).

7.	 Ethical AI Guidelines: Develop state-specific 
ethical AI guidelines, focusing on privacy, free 
speech, and transparency, to guide platform 
policies and build public confidence (Helberger 
& Diakopoulos, 2023).

8.	 Community Engagement: Promote community-
driven fact-checking through AI-supported apps, 
empowering 1 million rural users to report 
misinformation by 2026 (Sen Gupta, 2023).

Conclusion
From 2014 to 2024, AI has transformed 

misinformation regulation in West Bengal, evolving from 
rudimentary keyword filters during the 2016 Dhulagarh 
riots to sophisticated NLP, visual verification, and 
predictive modeling systems by the 2024 Murshidabad 
violence. Case studies demonstrate AI’s ability to curb 
false narratives swiftly, with outcomes like a 42% 
reduction in health misinformation in 2020 and rapid 
removal of 1,093 accounts in 2024 (Banerjee, 2020; 
News18, 2025). NGOs and fact-checking organizations 
have enhanced AI’s reach through voter education and 
content verification, while policy frameworks like the 
2021 IT Rules have accelerated adoption (Adhikari, 2023; 
Verma, 2024). However, challenges such as Bengali dialect 
complexities, algorithmic biases, scalability constraints, 
ethical dilemmas, evolving misinformation tactics, and 
rural-urban divides persist (Sen, 2025). By implementing 
localized training, hybrid systems, public education, clear 
regulations, and collaborative networks, West Bengal can 
leverage AI to foster a resilient digital ecosystem, balancing 
technological innovation with democratic integrity and 
cultural sensitivity.
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